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Abstract. The development of the vaccine for the control of COVID-19
is the need of hour. The immunity against coronavirus highly depends
upon the vaccine distribution. Unfortunately, vaccine hesitancy seems to
be another big challenge worldwide. Therefore, it is necessary to analysis
and figure out the public opinion about COVID-19 vaccines. In this era
of social media, people use such platforms and post about their opinion,
reviews etc. In this research, we proposed BERT+NBSVM model for
the sentimental analysis of COVID-19 vaccines tweets. The polarity of
the tweets was found using TextBlob(). The proposed BERT+NBSVM
outperformed other models and achieved 73 % accuracy, 71 % precision,
88 % recall and 73 % F-measure for classification of positive sentiments
while 73 % accuracy, 71 % precision, 74 % recall and 73 % F-measure
for classification of negative sentiments respectively. Thus, these senti-
mental and spatial analysis helps in world-wide pandemics by identify
the people’s attitudes towards the vaccines.
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1 Introduction

The COVID-19, caused by coronavirus, started spreading an infectious disease
in December, 2019 in Wuhan, China [4], [14]. The preventive measures of social
distancing and wearing masks were observed in different countries. However,
the long-term solution of this disease was the development of vaccines [6], [30].
Moreover, after the vaccines were developed, the acceptance of vaccines among
the general public was next milestone [16]. Most of the population from all over
the world was not willing to get themselves vaccinated because of the its side-
effects and other misinformation [12], [2], [17]. To overcome this situation, it is a
good strategy if the agencies put their efforts in understanding what people are
thinking about vaccines and design their strategies accordingly [1], [28].

The increasing number of social media platforms users made it easy for re-
searchers to find and extract the user-generated freely data [31]. Such kind of
data can easily be used for public sentiments analysis [10]. This data can be very
helpful in investigating the people’s behaviour during this disease, during lock-
down and for the vaccine campaign [15], [34]. Twitter is considered as the most
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popular social media app which has been used worldwide for sharing the feeling,
opinion and ideas [7] and [25]. Tweets can be useful for analysing the people’s
feedback on any trending topic [18]. Sentimental analysis is the most famous
method by which people’s feelings are extracted [9]. It uses machine learning
and deep learning for this purpose [15], [13]. For performing the sentimental
analysis, the polarity of the tweet is found [22].

In this study, we used tweets related to COVID-19 vaccine and used them
for extracting the sentiments of people towards vaccination of COVID-19. This
research can bring fruitful results for government and policy makers for design-
ing the vaccination campaign according to the sentiments of people. We used
freely available twitter data from Kaggle website and found out the polarity
of the tweets. At the end of the method, we used BERT+NBSVM model for
classification of positive and negative sentiments.

The objectives of this research paper are:

– Using freely available twitter data about COVID vaccines and categorize the
text into different sentiment classes.

– To categorize the tweets based on their polarity values using python script.
– To propose BERT+NBSVM model for positive and negative tweet classifi-

cation.

2 Methods

Machine learning and natural language processing are used for sentimental anal-
ysis.

2.1 Sentimental Classification Framework

Our proposed sentimental classification framework consists of three stages as we
can see in figure 1.

Fig. 1. Our proposed Sentimental Classification Framework

First, the dataset is collected and pre-processing is performed.
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Secondly, the sentiment polarity is extracted using TextBlob() function.
Third, polarity values are used to classify the positive and negative tweets

with the help of BERT+NBSVM model.

2.2 Collection and pre-processing of data

In this study, we used freely available twitter data. The dataset contains tweets
about COVID-19 vaccines. The dataset is then further processed by removing
URLs, hashtags, and stop-words using python script. In table 1, column 1 shows
the dummy tweets, column 2 shows tweets after hashtag removal, column 3 shows
tweets after URLs removal.

Table 1. Comparison of tweets before and after pre-processing

Dummy samples After removing Hash-
tags

After removing
URLs

Fever after first dose
#PfizerBioNTech
https://t.co/xffiee77

Fever after first
dose PfizerBioNTech
https://t.co/xffiee77

Fever after first dose
PfizerBioNTech

Vaccine scheduling available
online https://t.co/jgeeityc

Vaccine scheduling available
online https://t.co/jgeeityc

Vaccine scheduling
available online

Any update on
booster dose??
https://t.co/hdrryuugy

Any update on booster dose
https://t.co/hdrryuugy

Any update on
booster dose

2.3 Finding Values of Sentiments Polarity

The sentiment analysis depends upon the polarity of the sentence. The polarity
shows that either the given text is neutral, negative or positive. We categorized
the tweets into seven classes of sentiments [27] based on the polarity values. The
classes includes neutral, weakly positive, mild positive, strongly positive, weakly
negative, mild negative and strongly negative. We used principles of [27] as given
in Table 2.3 to fix the polarity range of each class. We find the polarity using
TextBlob() library of Python, which returns polarity between -1 to +1.

We find the polarity values (between [-1 to +1]) of the given tweets using the
TextBlob() library function of Python. The working principle of TextBlob() can
be seen in Figure 2.

2.4 Combining BERT and Naive Bayes-SVM for Sentimental
Classification

In this research, we combined the Bidirectional encoder representation of trans-
formers (BERT) with hybrid of Naive Bayes and Support Vector Machine (NB-
SVM). BERT is the transformer based model which used attention mechanism.
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Polarity Sentiment Class

0 Neutral

> 0 and ≤ 0.3 Weakly Positive

> 0.3 and ≤ 0.6 Mild Positive

> 0.6 and ≤ 1 Strongly Positive

> - 0.3 and ≤ 0 Weakly Negative

> -0.6 and ≤ -0.3 Mild Negative

> 1 and ≤ -0.6 Strongly Negative
Table 2. Rules for sentimental classes

Fig. 2. How TextBlob() works?

In transformer, encoder and decoder both are used, while in BERT model, only
encoder layers of transformers are used [20] [32]. The two famous architectures
of BERT are base and large models. Both of the models have four differences
between them [20].

Naive Bayes and Support vector machines are the machine learning algo-
rithms, the former works good on short sentimental tasks while the later on
longer documents. The hybrid of NB and SVM uses the variances of SVM and
ratio of log NB for better accuracy [19].

BERT+NBSVM system architecture The combination of deep learning
and classical machine learning results in the BERT+NB-SVM model, which is
estimated on DTM (document term frequency) features. The DTM is used to
compute the NB log-count ratios. These ratios helps to calculate the word prob-
ability of positive and negative classes in a document. The system architecture
of BERT+NB-SVM is shown in Figure 3. It can be seen from the figure that, the
left side shows the process of training while the right side shows the classification.

The following steps are adopted for training and classification:

– The training dataset was used in fine tuning of BERT model
– The NB log-count ratios are used for SVM model training
– While prediction, final score is calculated as the weighted sum of the fitted

NB-SVM model and best fine-tuned BERT model.
– The best fine tuned model indicates the model with best performances with

different epochs and batch sizes.

BERT+NBSVM Model Training To train the model, we used pre-training
and fine tuning. As a loss function, Adam optimizer is used to train the model
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Fig. 3. System architecture of BERT+ NBSVM

and grid search was used for parameter tuning. These best weight for BERT
model is 0.87 and NB-SVM is 0.08. Two classification models, (positive and
negative). The precision, recall and F1 score are used, as shown in equation 1,
equation 2 and equation 3) respectively.

Precision =
TP

TP + FP
(1)

Recall =
TP

TP + FN
(2)

FMeasure =
2× Precision×Recall

Precision+Recall
(3)

Where:
TP occurs when both item and the result are positive.
TN occurs when both item and the result are negative
FP occurs when item is negative while model is giving positive result.
FN occurs when item is positive while model is giving negative result.

State-of-the-art We performed the experiments with state-of-the-art in order
to evaluate our proposed model. We used K-nearest neighbour (KNN) algo-
rithm, Support Vector Machine (SVM) algorithm, Random Forest (RF) algo-
rithm, Naive Bayes (NB) algorithm and DT (Decision Tree) algorithm because
of their being mostly used in literature [4], [15] and [24].

Decision tree and random forest have ability to learn from uses [33]. Random
forest works good on non-linear datasets. It chooses randoms samples and fea-
tures from the dataset [23]. While, decision tree works on decision rules from the
entire dataset. It works well on small dataset [5]. Naive Bayes uses the principles
of probability for its working. It considers all the features statistically indepen-
dent [5] [3]. Naive Bayes uses Bayesian theorem and calculates the probability
of the items as we can seen in equation 4:
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P (H|X) = P (X|H)P (H)/P (X) (4)

The simplest machine learning algorithm, KNN, looks for the most similar
item among its neighbours. It requires alot of time, as it needs to search from the
entire dataset. Therefore, it is good for the small datasets. Moreover, it is the
algorithm, that does not follow test-train mechanism. User provides the number
of neighbours during search [3]. The equation 5) is used for find the most similar
item.

di =
√
[(xi− x)2 + (yi− y)2] (5)

SVM is the effective algorithm when the dataset contains high dimensional
feature space. It works by generating the hyperplane. The hyperplane thus helps
in classification. It combines features from different sources and make one feature
to train the model. The higher the separation of hyperplane, the more accurate
the classification. Linear function, polynomial function and radial basis function
are the kernels functions used in SVM [8].

BERT works on the principles of masked languages (MLM) by using word
representation model. It has [SEP] and [CLS] as two special tokens. BERT takes
input as [CLS] and then transfers it to the upper layer. At that step, the self
attention is applied. The output from this step is transferred to the feed-forward
network. The vector C, output of the model, is used for classification and trans-
lation. The probability of sentimental classes can be calculated by following
equation 6 [29].

P = softmax(CWT ) (6)

3 Results and discussion

3.1 Sentiment Polarity

The polarity value helps to find the sentiment of the text. Table 3, shows the
polarity values for each text with the sentiments category, described in section
2.3

Table 3. Categorization of sentiments on sample data

Data Sample Polarity Category

Fever after first dose PfizerBioNTech -0.5 Mild Negative

Vaccine scheduling available online 0.7 Strongly Positive

Any update on booster 0 Neutral
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Fig. 4. Graph showing the results of experiments for positive sentiments

3.2 Sentimental Classification

The results of the experiments are shown in the Figure below:

Figure 4 shows the sub-graphs depicting the classification accuracy, preci-
sion, recall and F1 score of our proposed BERT+NBSVM model in comparison
with BERT, NBSVM, Decision tree, KNN, random forest and SVM for the
classification of positive sentiments. The classification results of positive tweets
classification show that our proposed approach outperformed all other state of
the art models. The proposed BERT+NBSVM showed the best accuracy.

Figure 5 shows the sub-plots of accuracy, precision, recall and F1 score for our
proposed BERT+NBSVM model in comparison with BERT, NBSVM, Decision
tree, KNN, random forest and SVM for the classification of negative sentiments.
The BERT+NBSVM showed best performance among all other state of the art
neural network and machine learning models that have been used in literature.
Deep learning has attracted the attention due to its prediction performance in the
social media domain. Out of all baseline neural network models, BERT+NBSVM
outperformed all others.

Among machine learning models, the performance of SVM was high among
other baseline algorithms because SVM does not show any effect of hyper-
parameters related to data [26]. KNN and decision trees were found with similar
accuracy and they show a significant effect in the classification [11]. Random
forest shows the intermediate performance in both of the scenarios of our study,
because random forest draws observation strategies randomly and requires a
hyper-parameter tuning for good performance [21].
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Fig. 5. Graph showing the results of experiments for negative sentiments

4 Conclusion

Twitter based sentimental analysis for extraction people’s response towards any
general issue or topic is a very fruitful and efficient way for policy makers. Vac-
cine hesitancy is a hurdle in the control of COVID-19 disease and is emerged as
a bigger challenge worldwide. In this research, people’s reaction during COVID-
19 vaccination campaigns are analyzed using twitter data. We categorized the
data into seven categories of sentiments using their polarity. We proposed the
BERT+NBSVM classification models (positive and negative) for sentiment clas-
sification. Hence, such kind of research can help the policy makers and govern-
ment to understand what people are thinking about their campaigns and initia-
tives. So, they can educate people timely about any misinformation regarding
any campaigns and thus can save the lives of citizens from any disease or epi-
demic.
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