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Abstract
Existing data engine implementations do not properly manage the conflict between the need of protecting and
sharing data, which is hampering the spread of big data applications and limiting their impact. These two re-
quirements have often been studied and defined independently, leading to a conceptual and technological mis-
alignment. This article presents the architecture and technical implementation of a data engine addressing this
conflict by integrating a new governance solution based on access control within a big data analytics pipeline.
Our data engine enriches traditional components for data governance with an access control system that en-
forces access to data in a big data environment based on data transformations. Data are then used along the
pipeline only after sanitization, protecting sensitive attributes before their usage, in an effort to facilitate the bal-
ance between protection and quality. The solution was tested in a real-world smart city scenario using the data of
the Oslo city transportation system. Specifically, we compared the different predictive models trained with the
data views obtained by applying the secure transformations required by different user roles to the same data
set. The results show that the predictive models, built on data manipulated according to access control policies,
are still effective.
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Introduction
Big data techniques and solutions are pushing toward a
data-driven ecosystem where decisions are supported
by more accurate analytics and (privacy-aware) data
management. The complexity of a data-driven ecosys-
tem is amplified by the heterogeneity and diversity of
both infrastructures/tools and data themselves. Data
are in fact intrinsically heterogeneous and collected at
high rates and with different formats from different
sources in dynamic and collaborative environments.

This data-driven ecosystem comes with two conflict-
ing requirements on data governance. On one side,
there is the need to share data to extract value from
them, that is, to support fast and accurate approaches
for data collection, preparation, and analysis. On the
other side, there is an increasing need for new solutions
protecting data owners from an unregulated data man-

agement that could result in a violation of their private
sphere. Existing approaches often target a single need
independently, aiming to maximize either the quality
data analysis by increasing data sharing1 or the privacy
of data owners by favoring data protection,2–4 or either
the performance in case of real-time stream process-
ing.5,6 As a result, there is a lack of proper solutions
that balance the two needs, which are often replaced
by ad hoc solutions in which each step of the pipeline
execution being monitored separately for data gover-
nance compliance.7–9

This article presents a data engine architecture
that supports the execution of big data analytics
driven by a new data governance solution based on ac-
cess control, which ensures a proper data management
throughout the pipeline while maximizing the amount
of shared data. It extends our work in Anisetti et al.10
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along four main directions: (1) the adoption of the ac-
cess control-based data governance in Anisetti et al.10

to enforce data protection requirements at ingestion
time, when data are collected and stored, and before
data are fed to the analytics pipeline for analysis and
processing; (2) the definition and implementation of
a data engine architecture that supports the enforce-
ment of the access rules; (3) the integration of the
data engine with modern big data analytics pipelines;
and (4) the evaluation of the solution on an anomaly
detection analytics task.

The data governance approach (point 1) is built
upon the utilization of data annotations and the imple-
mentation of secure ad hoc data transformations, con-
ducted during both the data ingestion and processing
phases. The secure transformations are selected accord-
ing to the privileges of the various tasks/users using the
data and produce different data views. In this way, our
data engine better balances data protection and useful-
ness of the data. The result is a platform-independent
solution integrated into a novel data engine solution
(point 2). The proposed data engine architecture intro-
duces granular data control within a big data environ-
ment. It has been implemented using Apache tools and
components, such as Apache Spark.

This implementation guarantees the sufficient
scalability for processing the substantial volume of
real-time data generated by sensors (point 3). We
quantitatively evaluated the solution by extending the
architecture with a novel state-of-the-art anomaly de-
tection method from sensor network data capable of
distributing the workload over multiple computational
resources11 (point 4). In particular, the anomaly detec-
tor uses different predictive models trained with differ-
ent data views retrieved according to the privileges of
the requesting user and corresponding secure trans-
formations. Then, we evaluated the predictive perfor-
mance of the different anomaly detection pipelines
and the impact of the transformations on the accuracy
of the results.

The remainder of this article is organized as follows.
The Motivation and Reference Scenario section de-
scribes the motivations and the reference scenario.
The Data Governance section describes our access
control-based data governance solution. The Data
Analytics for Anomaly Detection section describes
the anomaly detection analytics pipelines used during
the evaluation phase. The Data Engine Implementation
section describes the implementation of our data en-
gine. The Experimental Evaluation section presents

the experimental evaluation of our approach. Finally,
the Related Work section discusses the related work
and the Conclusions section gives our concluding re-
marks.

Motivation and Reference Scenario
We present the motivation (the Motivation section)
and the reference scenario (the Reference Scenario sec-
tion) at the basis of the solution in this article.

Motivation
Big data environments add lots of complexity to data
governance and analytics techniques, especially when
the need to balance data protection and data sharing
arises. Indeed, they are highly dependent on cloud-
edge computing, which extensively uses multitenancy.
Multitenancy allows sharing one instance of an in-
frastructure, platform, or application by multiple ten-
ants to optimize costs. This leads to situations where
a service provider offers subscription-based analytic
capabilities in the cloud, or the same data engine is
accessed by multiple customers. As a consequence, a
big data pipeline often entails data and services be-
longing to different organizations, becoming a serious
threat to security and privacy.

Traditional data governance solutions are struggling
to keep up with technological evolution for data analyt-
ics, and their rigid structure poorly copes with a context
where the need for flexibility is one of the fundamental
requirements. The emerging conflict between accurate
and effective data governance enabling data protec-
tion, on one side, and effective data analytics for accu-
rate decision-making, on the other side, introduces the
need to rethink existing solutions to tune data engine
operation to the actual use of the data, as well as to max-
imize data sharing while providing a suitable level
of data protection. New requirements driven by the
peculiarities of the big data environment emerged as
follows:

Dynamism and context awareness. Data are diverse,
constantly evolving, and pose new requirements for
flexible data governance. Traditional solutions struggle
with changing environments and varying user types.
User labeling can enhance effectiveness and flexibility.
Making such solutions on user labeling rather than
static users might contribute to a more effective and
flexible approach.

Ingestion-time enforcement. Applying data gover-
nance at data ingestion permits to reach a better com-
pliance with privacy and data protection laws, avoiding
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conflicts. By managing and preparing data before stor-
age, transformations can be enforced based on user
privileges and processing needs, maintaining compli-
ance, and enabling effective data management.

Balancing data protection and data quality.
Although data protection and privacy are fundamental
requirements when operating in big data environ-
ments, they must not clash with the ability to extract
as much value as possible from the processed data.
An increasing pressure is put on solutions that priori-
tize the protection of data still preserving a level of
data quality and usability.

Analytics pipeline robustness. The quality of the data
collected is a crucial aspect of any analytics pipeline.
In fact, both supervised and unsupervised machine
learning methods aim to generate labeled historical
data to predict future events. Such patterns and models
can produce inaccurate results if data quality is not
maintained, and information is lost at earlier stages
of the pipeline. This is particularly true for unsuper-
vised learning tasks where manually generated labels
(i.e., ground truth) are not provided.

Data analysis explainability. Data analysis pro-
cesses must be explainable to each stakeholder. Several
applications perform effective analyses without pay-
ing sufficient attention to the audience and their ability to
understand technical aspects. This is crucial in several
applications where the comprehensibility of the re-
sponses of the predictive models is fundamental.12,13

Balancing operativity and compliance with the Gen-
eral Data Protection Regulation. Nowadays, systems in-
volve many users with different roles and thus different
privileges on the sensitive data to inspect. Therefore,
there is the need to maximize the amount of sensitive
data and predictive models’ output each user can access
according to its role. No access should happen only in
the worst case scenario.

In this article, we present an Apache-based big data
engine architecture driven by the above requirements,
with a novel data governance approach based on an
attribute-based access control (ABAC) system.14 Our
data governance approach provides a data governance
solution that manages data sharing between different
actors of the analytics pipeline with different privileges.
The goal of our approach was to balance, while maxi-
mizing, quality and protection of shared data and the
corresponding analytics. We integrated the data engine
with a smart data analytics solution for anomaly detec-
tion and experimentally evaluated our approach in a
smart city reference scenario.

Reference scenario
Our reference scenario considers a smart city scenario,
where public transportation data in the city of Oslo
(i.e., buses and trams) are used for anomaly detection
in traffic patterns. Data are collected in real time and
aggregated on their position every 5 minutes. Aggre-
gated data are ingested in batches in the data storage.
Each batch contains information about the GPS loca-
tion (latitude and longitude) of the vehicles, the status
of the vehicles (malfunction, traffic congestion), and
details about the path (origin, destination, stop point,
delay).

The transportation data are used by a traffic moni-
toring application (i.e., anomaly detector) that comes
in three configurations, one for each category of
users: policeman, air quality control officer, and citizen.
Each user has different access rights applying different
data transformations since not all users can access the
whole data set. For instance, local policy department
can use the data to detect specific locations in which in-
tervention is needed, whereas the local air quality de-
partment can use the data to detect areas with spikes
in traffic, possibly helping citizens avoid congested
areas.

Each configuration of the anomaly detector consists
of a different machine learning pipeline built on a dif-
ferent machine learning model. All models are derived
from the same data set at different levels of granular-
ity due to the applied data transformations. A model
trained on ‘‘normal,’’ real-time traffic data of 5-minute
batches represents the usual traffic behavior and is used
to spot any divergences from the expected behavior.
Indeed, once collected and ingested, data are prepared
for the analysis with traditional data preparation (e.g.,
cleaning). Then, data are transformed according to a
set of applicable access control policy rules that evalu-
ate the intended user and the requested data. Finally,
data are used by the anomaly detector.

To this aim, a cloud-based multi-tenant data engine
is implemented to support our anomaly detector, and
in general third-party smart city applications, to work
on the same data sets. The data engine is extended
with data governance approach built on the ABAC sys-
tem. Considering data analytics, our anomaly detec-
tor assumes data to be shared for data analysis. This
is architecturally and methodologically different from
the approach used in federated learning,15 where data
are generated and used locally at multiple nodes to
create models, whose parameters are shared while
retaining raw data private.
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To guarantee explainability, the proposed trained
model can distinguish between normal and anomalous
cases by labeling the current data gathered by sensors.
The algorithm also provides the ‘‘motivations’’ of an
anomaly, explaining the raised alerts to the security
operators. The motivations are implemented as a rank-
ing of the variables under analysis in descending order
with regard to their importance (e.g., for a bus stuck
in traffic jam, the average delay of vehicles within the
involved zone will appear as top-ranked, whereas the
level of smog in the air will appear as the second-
ranked, and so on).

This approach is motivated by the reference sce-
nario where it is requested that the predictive models
must explain the urban problems since police operators
can promptly understand their type and develop ap-
propriate measures and that must be suitable for the
type of problem encountered.

Data Governance
Our policy-aware data ingestion procedure10 for data
governance implements an advanced Extract, Trans-
form, Load (ETL) approach. It extends traditional
ETL with data transformations triggered by access
control policies and is used to sanitize ingested data.
These policies are based on the identity of the user/
service using data and the annotations on the ingested
data.

Access control-based ETL
Figure 1 shows how a traditional ETL is extended for
better data governance. The white boxes in Figure 1
refer to a traditional ETL ingestion procedure in the
form of a big data pipeline that includes: (1) connectors
establishing the connection with the data sources
extracting raw data with producer speed; (2) connectors
handling tasks dealing with the different connectors’ pe-
culiarities, for example, raw data format/size and the ve-
locity of data producers; (3) data gathering tasks
collecting data; (4) data transformation tasks transform-
ing data formats; (5) data storing/forwarding tasks either
saving or forwarding data to the analytics procedures.

Data annotation on top of Figure 1 annotates data at
different steps of the pipeline as follows: (1) connection
handling tasks, to annotate raw data at gathering time;
(2) data transformation tasks, to annotate specific data
fields before their transformation; (3) data storing and
analytics tasks, to provide annotations on data resulting
from the transformation tasks.

The gray boxes in Figure 1 extend the traditional ETL
ingestion pipeline (white boxes) to address the security
and privacy challenges of multitenancy scenarios with
data transformation processes built on access control
policies and data annotations. Security and privacy-
aware transformations are used, ranging from pruning
and reshaping to encrypting/decrypting or anonymizing
the full resource or part of it. These transformations are

FIG. 1. Annotation transformations and access control policies applied to our ETL ingestion pipeline. ETL,
Extract, Transform, Load.
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selected based on a taxonomy of data transformations
and triggered by access control policies, leading to a
more dynamic and flexible ETL ingestion procedure.{

This approach makes it possible to decouple the data
transformations typical of a traditional ingestion proce-
dure from the policy-driven data transformations we
propose in this article, which are linked to a specific pro-
cessing task and the requesting user/service.

Access control policies
The access control language proposed in this article
is a refinement of our previous work in Anisetti
et al.10 It extends the ABAC model that offers flexi-
ble fine-grained authorization capabilities and exploits
XACML (eXtensible Access Control Markup Lan-
guage)16 obligations to introduce preemptive data
transformations. Indeed, in a collaborative big data
scenario, preemptive data transformations are more
suitable than denying access to data. For this reason,
when a subject makes an access request to a resource,
our access control filters the set of results according
to the subject’s privileges, obtaining data protection
by removing or obfuscating sensitive attributes rather
than denying access to full data.

We tailor the common key elements of the ABAC
model to deal with the peculiarities of a big data scenario.
The access control policy expresses access conditions
based on key elements and their attributes as follows:

Definition 3.1 (Policy Condition). A Policy Condi-
tion is a Boolean expression of the form (attr_name
op attr_value), with op2{< ,> , = ,6¼,�,�}, attr_name
an attribute label, and attr_value the corresponding at-
tribute value.

A policy is then defined as follows:

Definition 3.2 (Policy). A policy P is 5-uple < subj,
obj, action, env, datatrans> , where:

� Subject subj defines a user or the service provider of
a job issuing access requests to perform operations
on objects. It is of the form < id, PC> , where id
defines a class of users (e.g., policeman), and PC
is a set of Policy Conditions on the subject, as de-
fined in Definition 3.1. For instance, < user,
{(age � 18)}> refers to a person of legal age.
� Object obj defines any data whose access is gov-

erned by the policy. It is of the form < type,

PC> , where type defines the type of object,
such as a file (e.g., a video, text file, image), an
SQL or noSQL database, a table, a column, a
row, or a cell of a table, and PC is a set of Policy
Conditions defined on the object’s attributes. For
instance, < file,{(creation_date < 2020/12/05)}>
refers to a file created before 2020/12/05.
� Action action defines any operations that can

be performed within a big data environment,
from traditional atomic operations on databases
(e.g., CRUD operations varying depending on
the data model) to coarser operations, such as
an Apache Spark Direct Acyclic Graph (DAG), a
Hadoop MapReduce, an analytics function call,
or an analytics pipeline.
� Environment env defines a set of conditions on

contextual attributes, such as time of the day, loca-
tion, IP address, risk level, weather condition,
holiday/workday, and emergency. It is a set PC of
Policy Conditions as defined in Definition 3.1. For
instance, {(weather_conditions = red_alert)} refers
to a red alert broadcasted for weather conditions.
� Data Transformation datatrans defines a set of se-

curity and privacy-aware transformations on obj,
focusing on compliance to regulations and stan-
dards, in addition to simple format conversions.

More specifically, the data transformations in the
policy include, but are not limited to, suppression or
generalization of data, masking and encryption, distor-
tion, and swapping. They are grouped in a taxonomy of
functions used to sanitize the ingested data according to
the security property they aim to guarantee. We consider
the Condidentiality Integrity Availability triad defined
by the National Institute of Standards and Technology
(NIST)17 as the reference for our work as follows:

� Confidentiality describes the process of hiding
information that may lead to personal identifi-
cation or proprietary information, keeping users
anonymous. The conventional security mecha-
nisms used to protect data confidentiality are en-
cryption or hashing.18–20

� Integrity ensures that data are non-repudiable,
authentic, and protected from modifications and
deletions. Some of conventional security mecha-
nisms used to ensure data integrity are encryption
and signing.18–20

� Availability ensures that authorized parties should
have constant and easy access to information.
This includes correctly maintaining hardware,

{We note that the transformations triggered by access control policies can be
implemented as big data pipelines themselves.
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technological infrastructure, and systems that
store and show data. Some of conventional secu-
rity mechanisms used to ensure availability are
replication, distribution, high availability, and di-
saster recovery.

Data transformations can be further classified on the
type of information that is sanitized. Temporal trans-
formations delay access to data. Data produced at
a time T will be accessible at a time T þ d, with d
depending on the policy applied and the desired level
of visibility. For example, as shown in Figure 2, a
Policeman accesses data when produced (upper seg-
ment labeled Police Department), whereas an air qual-
ity control officer retrieves them with 1-hour delay
(lower segment labeled Air Quality Department).

Spatial transformations alter the granularity of geo-
location information, making it more or less granu-
lar based on the applied policy and desired level of
visibility. For example, in the smart city context, if an
unexpected event occurs (e.g., fire, accident), law en-
forcement could have a more spatially accurate view,
whereas citizens could be shown only the macro-area
where the event occurred.

Access control policy enforcement
When an access request is submitted, the set of appli-
cable policies is first selected and then enforced on
the target object. First of all, the access request is eval-
uated against the subj, obj, action, and env in P. If the
conditions cond in subj, obj, and env are positively eval-
uated according to the access request, and the actions
in the policy matches the action in the request, the pol-
icy is enforced. Policy enforcement consists of the exe-
cution of datatrans in P against the object target of the
access request.

In the following, we present two examples of policies
in the reference case study we presented in the Refer-
ence Scenario section.

� Policy 1 (No Transformation). This policy guar-
antees unrestricted access to data (no transforma-
tion). It is triggered when a local police department
officer (subject), in an ordinary context (env), re-
quests to read (action) data tagged as PII-id (ob-
ject). It can be defined as follows:

subject = (user, f(department = † LocalPolice †)g)

object = (file, f(tag = † PII� id †)g)

env = (traffic conditions = † Ordinary †)

action = read

datatrans =�

� Policy 2 (Temporal Transformation). It per-
forms a temporal transformation granting access
only to data older than 24 hours. The policy is
triggered when an Air Quality Department officer,
in an ordinary context, requests to read data
tagged with PII-id.

subject = (user, f(department = † AirQuality †)g)

object = (file, f(tag = † PII� id †)g)

env = (traffic conditions = † Ordinary †)

action = read

datatrans = fTimeShift 1Dg

� Policy 3 (Spatial Transformation). It performs
a spatial transformation aggregating data. The
policy is triggered when a Citizen, in an emer-
gency context, requests to read data tagged
with PII-id.

FIG. 2. Example of temporal transformation.
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subject = (user, f(department = † Citizen †)g)

env = (traffic conditions = † Emergency †)

action = read

datatrans = fLowGranularityAggregation 1Dg

Data Analytics for Anomaly Detection
Anomaly detection is one of the most important tasks
within a smart city reference scenario, where several
sensors produce data that could be continuously
collected and monitored. In this article, we adopt a ma-
chine learning method based on deep neural networks
to perform anomaly detection in a distributed manner.
Our method explains the detected anomalies and
works in an unsupervised setting.

Anomaly detection
Anomaly detection is a machine learning task that
aims to learn a predictive function by exploiting the
historical data representing normal cases. The ability
to distinguish normal and anomalous cases in data is
crucial to create good predictive models.

In this article, we build a resilient model based on
Spark-Growing Hierarchical Self-Organizing Maps
(GHSOM)11 that is robust to noisy data representing
(usually) few anomalies within the training set. Further-
more, Spark-GHSOM11 is a state-of-the-art distributed
method for learning predictive models. It is mainly

designed for multi-target regression and forecasting
problems. We integrate Spark-GHSOM into the full
architecture to perform explainable anomaly detection,
where explainable predictions are provided to the final
users. The process for training the predictive models of
the Spark-GHSOM follows the classical process of the
GHSOM training21,22 and is enhanced to work prop-
erly also for mixed heterogeneous attributes.23 It also
exploits the Apache Spark framework via the Map-
Reduce paradigm for efficient and distributed learning.

The first step in the GHSOM algorithm computes
the inherent dissimilarity in the input data with differ-
ent types of attributes. For numerical attributes, the
method exploits the mean quantization error, whereas
for categorical attributes, the unlikability represents
a good measure to estimate the difference among val-
ues.24 The method uses such dissimilarity functions
to construct SOMs, where a single SOM represents a
neural network composed of a grid of neurons, usually
at the starting point of a 2 · 2 map of neurons, which
can be enlarged, if needed, at the training phase.

During the training phase, a procedure modifies
each neuron that is not sufficiently descriptive of its
surrounding training examples to enhance the quality
of the current model.11 Therefore, such a neuron is
substituted by another SOM in a hierarchical structure
of SOMs (Fig. 3), and the training proceeds recursively.

After the training stage, the set of neurons within the
GHSOM are used to identify, for each new unseen in-
stance, its closest neuron within the hierarchy of SOMs.

FIG. 3. A Growing Hierarchical Self-Organizing Map.
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Such a neuron represents the model part that best fits
and represents the input instance. If such an instance
is relatively close to the identified neuron, then the
input instance is a normal case; otherwise, the input in-
stance is considered an anomaly.

Formally, let x be the new instance to be considered
and n one of the possible neurons within the GHSOM,
and let n xð Þ = arg minn dist x, nð Þ the closest neu-
ron to x. The instance is considered an anomaly if
dist x, n xð Þð Þ > lþ trð Þ, where l represents the aver-
age distance of the training instances and the neurons of
the model, r represents the standard deviation of such
distances, and t represents the user-defined threshold
factor parameter.

Explainability
Neural networks such as SOMs are good predictive
models but with low explainability, often characterized
by the impossibility of understanding the motivations
of their output. In several real applications, the need of
explainability is high. For instance, in a smart city sce-
nario, a security operator should be able to understand
why an anomaly is raised by a system to act accordingly.

Our extended version of Spark-GHSOM is capable of
explaining the detected anomalies. Indeed, a more in-
formative approach is considered combining the Bool-
ean response (normal/anomaly) with a ranking of the
features describing the detected anomalous phenome-
non. Therefore, it is possible to produce a feature rank-
ing according to their importance, indicating their
contribution to the detection of the potential anomaly.
More specifically, a feature ranking produces a ranking,
according to the feature importance measure, of the
whole set of features describing the whole set of histor-

ical instances considered for training the predictive
model, whereas the feature importance is quantified
through a number between 0 and 1 indicating how
anomalous the value expressed by the feature is with re-
spect to the data collection (the total sum up to 1).

The importance score is determined starting from
the Euclidean distance between the current test in-
stance under analysis and its closest neuron within
the GHSOM model. More formally, the method com-
putes a ranking with regard to the contribution pro-
vided by the single feature in the distance between x
and n xð Þ. The ranking function for the instance x is

computed as r xð Þ = (x i½ � � n xð Þ i½ �)2
P

j
(x j½ � � n xð Þ j½ �)2, where i, j repre-

sent feature indexes.
This approach indicates the prominent feature(s) to

describe the raised alert explaining its reason. For ex-
ample, in urban scenarios, for a specific area and
time, an event could be described through the level of
traffic, the concentration of pedestrians, the level of
air pollution, the local temperature, the road visibility
level, and so forth. Supposing that a detected anomaly
comes with an indication that the traffic level and air
pollution level are unusually high in and around a spe-
cific location, the operator can gain insights into the
nature of the anomaly, which in this example could
be associated with a fire in a building facing the street.

Data Engine Implementation
Figure 4 shows the architectural view of our data en-
gine enforcing access control before data are used.
The data engine consists of an ecosystem of data man-
agement tools and components that support the man-
agement of the entire data life cycle, from ingestion to

FIG. 4. Architectural view of the data engine.
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analytics. It defines the whole data management pro-
cess, that is, the process of collecting, storing, using,
and maintaining data in a secure, efficient, and cost-
effective way. It includes all the practices devoted to
the protection of data, as well as all the activities needed
to prepare properly data for an analytics process.

The data engine acts as a middleware between
data sources, that is, physical data collection points,
and analytics, that is, the pipeline that implements
a specific analysis on the data available in the data
storage to extract value, forming a complete big
data engine.

The solid black arrows in Figure 4 show the standard
flow of data from data sources to analytics. First, the
data are collected from a variety of data sources, each
of which has a possible different format. The data are
then forwarded to the ingestion pipeline that specifies
the activities needed to transform and reconcile the dif-
ferent data formats. Finally, the ingested data are stored
in a data store for further analytics activities. The
dashed arrows highlight that the whole data manage-
ment process is subjected to data governance controls,
where ad hoc controls are implemented to monitor ac-
tors’ activities, data exchanges, and operations. In par-
ticular, access control enforcement is executed both
during data ingestion and before any data processing
task to manage access to data before its storage and ma-
nipulation.

We implemented the data engine in Figure 4 using
services and components of the Apache-based ecosys-
tem, integrating the data governance approach in the
Data Governance section and the data analysis ap-
proach in the Data Analytics for Anomaly Detection
section within a complete Apache-based Big Data en-
gine. Figure 5 highlights all the building blocks of the
Big Data Engine, their interactions, and the technolo-
gies on which they are based, as follows:

Data ingestion. The data ingestion procedure in-
volves storing data in the data storage, which may re-
quire format transformations. It is implemented as a
pipeline with tasks for data collection, transformation
(if necessary), and saving to the storage. Data ingestion
supports batch and streaming modes using our data
governance approach based on access control.

In batch ingestion, data are collected either through
the source API or manual upload, with options for ac-
tive (event-based) or passive (time-based) data collec-
tion. Apache NiFi, Hive, Trino, and HDFS are used
for batch ingestion.

For stream ingestion, Apache Kafka and Druid
are used. Druid enables real-time transformations
on data streams and works together with Kafka for
ingestion-based access control enforcement on stream
data.

Data storage. The data storage component is respon-
sible for storing data while ensuring confidentiality,
integrity, and availability. It provides data to analytics
and includes features for data availability, fault tol-
erance, and reliable data distribution across cluster
nodes. The data storage indirectly participates in the
processing procedure as nodes typically process local
data.

All operations, such as read and write, in the data
storage are mediated by our data governance approach.
The data storage is implemented using components,
such as Hive, Trino, and HDFS.

Data governance. The framework of controls, includ-
ing processes, policies, standards, and metrics, ensures
efficient and secure data access. It implements access
control policies during data ingestion and analytics us-
ing the ETL mechanism. The key components Ranger
and Atlas enable effective data access controls and sup-
port the data governance framework. Ranger provides a
centralized platform for defining and enforcing access

FIG. 5. Apache-based big data engine.
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policies on resources and tags, whereas Atlas imple-
ments annotations and data lineage. Policies in Ranger
mediate access to resources, allowing for data governance
flexibility. The result of a policy execution is a data trans-
formation that addresses specific needs emerging in the
considered scenario. We note that data transformations
refer to Hive transformations. Hive, in fact, provides
several manipulation functions that the user can ex-
tend to define her own user-defined functions (UDFs).

All functions, those provided by the system and
UDFs, can be used as custom masking option in
Ranger.

Data analytics. The set of components responsible
for implementing the data analytics pipeline built on
the data available on storage. It implements the big
data pipelines analyzing data in the data storage and
relies on components Spark and Airflow as follows:

� Spark is an advanced unified analytics engine
for large-scale data processing. The core idea of
Spark is to provide an expressive computing
system (not limited to the Hadoop MapReduce
model) by exploiting in-memory processing of
cached data to avoid saving intermediate results
to disk and caching data for repetitive queries.
Apache Spark framework enables four different
programming languages for map-reduce pro-
gramming (i.e., Java, Scala, Python, R). We con-
sidered Scala mainly thanks to the greater
documentation support and community.
� Airflow is an orchestrator of processing pipelines

that aims to provide scheduling and monitoring
capabilities. Airflow pipelines are implemented
in Python for better dynamic pipeline generation.
The pipeline is modeled as a DAG of tasks that
can be Spark jobs.

We recall that each access to data by big data pipe-
lines is mediated by our data governance approach.

Experimental Evaluation
We experimentally evaluated our approach in the
smart city reference scenario presented in the Refer-
ence Scenario section. In the following, we first present
the considered data set and our experimental settings
(the Experimental Settings section); then, we present
a concrete execution of our data governance approach
in terms of access control policy enforcement based
on spatial transformations (the Data Transformation:
Aggregation and Filtering section); we further explain
the training of five anomaly detection models on five

different spatial views of the considered data set and
the results of their execution at inference time (the
Data Analytics: Model Training and Inference section);
finally, we discuss how policy enforcement affects the
privacy and quality of the overall analytics (the Discus-
sion section). We note that the five different detection
models represent the five different configurations of
our anomaly detector and, in turn, the multitenancy
proper of our reference scenario.

Experimental settings
We tested our methodology in a smart city scenario
using a data set taken from open data on local public
transport in Oslo. The data set counts 9.88 M rows
and 25 columns (attributes). Each row contains infor-
mation about the location of a single bus/tram and
other information, such as origin, destination, delay,
and malfunctioning. All attributes in the data set are
detailed in Table 1.

An anomaly detector was implemented to spot
abnormal situations, that is, any situation diverging
from the normal behavior. The goal of the detector is
to retrieve early indicators of critical events, such as ac-
cidents, unauthorized protests, or terrorist attacks.

In the above settings, we considered that the traffic
anomaly detector could be used by three categories of
users (i.e., policeman, air quality control officer, citi-
zen) under two different environment conditions (i.e.,
normal, emergency), leading to five different access
control policies. These policies mediate access to data
by means of spatial transformations that limit the
view of the detector on the data.

Our experiments were run on a single node virtual
machine running Ubuntu 20.04.2 LTS, installing the
big data engine in the Data Engine Implementation
section. The virtual machine was equipped with Intel
Xeon E5 2620- 2.095GHZ CPU and 64 GB of RAM.

Data transformation: aggregation and filtering
The data transformation process consists of a prepara-
tion and a filtering phase, working as follows:

Aggregation. Data aggregation is a fundamental step
for anomaly detection on time series and properly
defines the concept of time-unit-anomaly. Our ex-
periments represented and collected data on movable
points (buses and trams) from a ‘‘fixed point of view’’
(i.e., a specific area of the city) and aggregated them
in a 5-minute time window representing our time-
unit-anomaly.
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Starting from the vehicles traffic data set in Table 1,
data were prepared for analytics according to a time
aggregation executed at ingestion time and producing
the data set in Table 2. Collected data were aggregated
in 5-minute time windows considering data coming
from n distinct locations. k < n was then selected,
where k represents the number of spatial areas (spatial
clusters) for spatial aggregation. Each spatial area is
represented in terms of its cluster centroid, that is, a
set of GPS (latitude and longitude) coordinates. Obvi-
ously, changing the value of k also changes the number
of zones and centroids considered, and of the level of
spatial precision: a larger k gives larger granularity

and thus more precise information, whereas a smaller
k leads to smaller granularity and thus less precise infor-
mation. Our experiments used five different predictive
models based on k-means trained according to five dif-
ferent aggregated data sets with k 2 5, 10, 25, 50, 100f g.

Properly modeling the spatial dimensions of the data
considering spatial autocorrelation phenomena25–27

emphasizes possible agreements or discrepancies re-
lated to the different sensors’ measurements located
in different positions. Therefore, according to the con-
sidered clustering model, we collected different aggre-
gated data for training the final predictive models.

Filtering. We exploited the values of k to define the
access control policies performing spatial filtering on
data according to the role (i.e., policeman, air quality
control officer, citizen) and the conditions of the envi-
ronment (normal, emergency). Intuitively, a user with
more permissions can use a larger k, whether a user
with fewer privileges should use a smaller k. Filtering
on the aggregated and tagged data was performed at in-
gestion time by changing k as specified in the following
policies.

Policy 1: ÆCitizen, TrafficData, Read, Normal, Aggre-
gationClusters = 5æ, with Citizen � Æuser,{(department =
‘‘Citizen’’)}æ and TrafficData � Æfile,{(tag = ‘‘traffic’’)}æ
This policy specifies that citizens can access low-accurate
data in a normal situation. Data quantization is very
low (five centroids); thus, the retrieved data show
only approximately the anomalous area.

Policy 2: ÆCitizen, TrafficData, Read, Emergency,
AggregationClusters = 10æ, where CitizenUser � Æuser,

Table 1. Attributes and related descriptions of the data
set used in the experiments

Attribute Description

DateTime Timestamp specifying when the
position/status was
recorded/updated

LinkDistance Distance in meters between the
previous stop (or current, if located
at stop) and the next stop

Percentage How much of the total distance
(percentage) that has been
traversed at the time of the
message

LineRef Reference to the line in question
DirectionRef Reference to the direction in question
PublishedLineName Name describing the line in question
OriginRef Reference to the origin in question
OriginName Name describing the origin of the

departure
DestinationRef Reference to the destination in

question
DestinationName Name describing the destination of

the departure
OriginAimedDepartureTime Origin aimed departure time
DestinationAimedArrivalTime Destination aimed arrival time
VehicleRef Reference to the vehicle in question
Delay Delay time, defined as ‘‘PT0S’’

(0 seconds) when there are no
delays

HeadwayService Field defining whether the service is a
headway service

InCongestion Field defining whether the traffic is in
congestion or other circumstances,
which may lead to further delays

InPanic Boolean field, indicating that the
driver reported an ‘‘out of order’’
status

GPS (Latitude and
Longitude)

Position of the public vehicle,
according to the timestamp
recorded

StopPointRef Reference to the stop point in
question

VisitNumber Number of the stop point in question
StopPointName Name of the stop point in question
VehicleAtStop Field defining whether the vehicle is

at the stop
DestinationDisplay Name of the next destination

Table 2. Aggregated data set

Attribute Description

Date The timestamp of the current
measurement/instance

ClusterLatitude The latitude of the cluster centroid
from where aggregate

ClusterLongitude The longitude of the cluster centroid
from where aggregate

Delay Average of the buses
Percentage Average total distance that has been

traversed
InPanic Average buses in panic mode
InCongestion Average buses in congestion
DestinationAimedArrivalTime Average destination aimed departure

time
OriginAimedDepartureTime Average origin aimed departure time
HeadwayService_False Count of instances for non-headway

services
Anomaly 0,1 indicating if the instance represents

a normal case 0 or an anomaly 1
(for quantitative evaluation purpose
only)

BALANCING PROTECTION AND QUALITY IN DATA ANALYTICS PIPELINES 11

D
ow

nl
oa

de
d 

by
 1

93
.2

04
.1

89
.1

3 
fr

om
 w

w
w

.li
eb

er
tp

ub
.c

om
 a

t 0
5/

22
/2

4.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



{(department = ‘‘Citizen’’)}æ and TrafficData � Æfile,
{(tag = ‘‘traffic’’)}æ With this policy, during an emergen-
cy, citizens can access medium-low-accurate data. Data
quantization is low (10 centroids). Retrieved data allow
to see the anomalous area.

Policy 3: ÆAirQualityUser, TrafficData, Read, Nor-
mal, AggregationClusters = 25æ, where AirQualityUser
� Æuser,{(department = ‘‘AirQuality’’)}æ and Traffic-
Data � Æfile,{(tag = ‘‘traffic’’)}æ In this case, the policy
states that air quality control officers can access
medium-accurate data in both normal and emergency
situations. Data quantization is medium (25 centroids).
Retrieved data are still useful to outline the zone where
an anomaly occurred.

Policy 4: ÆPoliceman, TrafficData, Read, Normal,
AggregationClusters = 50æ, with Policeman � Æuser,
{(department = ‘‘Police’’)}æ and TrafficData � Æfile,{(tag =
‘‘traffic’’)}æ The policy states that policemen can access
accurate data in a normal situation. Data quantization
is high (50 centroids).

Policy 5: ÆPoliceman, TrafficData, Read, Emergency,
AggregationClusters = 100æ, where Policeman � Æuser,
{(department = ‘‘Police’’)}æ and TrafficData � Æfile,
{(tag = ‘‘traffic’’)}æ During an emergency, policemen
can access the most accurate data. Data quantization
is very high (100 centroids) resulting in a more accurate
model guaranteeing a more precise identification of the
anomaly location.

Policy enforcement led to the generation of the five
different data sets in Figure 6.

Data analytics: model training and inference
Our experiments used five time series data collected
from March 1, 2022, at 17:40 to October 18, 2022, at
14:45. The training set included time series from
March 1, 2022, at 17:40 to the end of September
2022; the test set included the remaining 18 days of Oc-
tober. The testing time series were randomly perturbed
by considering for each test instance 100 times the real
value of average delay, average in panic, and the aver-
age in congestion buses. 1% of the testing instances
were randomly selected and perturbed. The output
files of the experiments are available online.{

Our training process differs from traditional pro-
cesses where a single model is trained on the original
data set, and the inference results are aggregated and
filtered according to users’ privileges. It rather builds

on five different models trained on the five different
data sets generated at ingestion time, which natively
address the access control requirements. Each model
(M1–M5 in Table 3) corresponds to the enforcement
of a policy (Policy 1–Policy 5 in the Data Transforma-
tion: Aggregation and Filtering section). In particular,
our analytics pipeline performs a training phase on
the five subset of data obtained after spatial filtering
(representing normal situations) and generates five
predictive models.

At this point, each time a specific user decides to per-
form monitoring through the anomaly detector, it uses
the model corresponding to his/her role. In this way,
the model natively addresses data protection because
it is built with data aggregated according to the access
control policies based on the user’s privileges and only
responses that can be accessed by the user requesting
the analytics are used. In other words, the system pres-
ents as much sensitive data as possible and the detected
anomalies at the level of detail granted by the user’s
privileges, thus balancing operativity and General
Data Protection Regulation (GDPR) compliance.

We note that we automatically configured the
threshold factor t in the Anomaly Detection section
by using the trained GHSOM for predictions on the
training set to achieve a given percentage fp% of false
positives, that is, zero false alarms. This is coherent
with the assumption that the considered training
set represents the set of historical normal cases.11

Although this approach solves the problem of manually
defining the appropriate value for t, it still requires de-
fining fp%, which is, anyway, much easier to define by
the end-user than t. In our experiments, the best fp%

value is identified by maximizing the f1-score in an in-
ternal cross-validation for fp% 2 0, 0:01, 0:1f g.

Table 3 shows the results in terms of weighted preci-
sion, recall, and f1-score with regard to the support of
the classes normal and anomaly. f1-score is particularly
suitable for the imbalanced task at hand due to the rare
anomalous items and abundant normal cases.

We considered the different predictive models M1–
M5 generated according to the number of data clusters
(5, 10, 25, 50, 100, respectively) imposed by Policy 1–
Policy 5 transformations in the Data Analytics:
Model Training and Inference section. The results in
Table 3 show that the number of clusters considered
has a very low impact on the predictive performance
(precision between 0.981 and 0.998, recall between
0.983 and 0.997), whereas it has a high impact on the
amount of retrieved information. M1 and M2 being

{Output files are available at www.di.uniba.it/~mignone/materials/MBDAaaS/
anomdet.7z
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FIG. 6. Results of the enforcement of policies in the Data Transformation: Aggregation and Filtering section.
Spatial transformation (number k of clusters) depends on the user role (user) and the status of the environment
(env). (a) Policy 1 (user: Citizen, env: Normal, k: 5). (b) Policy 2 (user: Citizen, env: Emergency, k: 10). (c) Policy 3
(user: Air Quality, env: Any, k: 25). (d) Policy 4 (user: Policeman, env: Normal, k: 50). (e) Policy 5 (user: Policeman,
env: Emergency, k: 100).
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built on 5 and 10 clusters, respectively, provide a rough
idea of the area affected by an anomaly (e.g., north-
south-east-west-downtown); M3 being built on 25 clus-
ters provides a more detailed idea of the area affected
by an anomaly (e.g., district); M4 and M5 being built
on 50 and 100 clusters, respectively, provide a very de-
tailed idea of the area affected by an anomaly (e.g.,
street, precise location).

Finally, we observed the results of the ablation anal-
ysis aimed to identify the best value for fp% and, there-
fore, of t. The experiments showed that, the more the
clusters, the data sensitivity, and the data volume, the
higher the value of fp% that maximizes the f1-score.
Indeed, with k = 5, k = 10, and k = 25, the best results
are obtained with a threshold t that is identified by as-
suming no false positives on the training set. On the
contrary, with k = 50 and k = 100, it is necessary to
admit a small percentage of false positives on the train-
ing set to avoid too conservative models that do not
detect abnormal cases properly. This behavior was
somehow expected since a larger number of clusters re-
quire the algorithm to consider cluster boundaries that
are not clearly identifiable.

Discussion
Our main research objective focused on how to achieve
a better balance between protection and quality in
cloud-based and multi-tenant big data pipelines. That
is, we aimed to ensure that the sensitive data used in
the pipeline were protected even in case they are pro-
cessed by users with different privileges, still producing
high-quality results. Our key findings are as follows:

Full Privacy Scenario. It considers models M1 and
M2 to achieve a high degree of anonymization at the ex-
pense of a substantial loss of quality in the data. What is
important to note is that aggregation, performed before
the training phase, actually changes the work and re-
sults of anomaly detection. In the case study, the sys-
tem monitors areas of different sizes for each level of

aggregation (Fig. 6a, b). The citizen’s view, for example,
reduces the sensitivity of the model as small anomalies
have less impact in a larger area. This behavior prevents
the citizens from detecting anomalies he/she should
not have access to and which are not of interest to
him/her anyway.

Full Quality Scenario. It considers models M5 and
M6 to greatly reduce anonymization, while supporting
a higher quality of data. As already discussed, ag-
gregation carried out upstream changes the behavior
of anomaly detection. In this case, the model is much
more sensitive, making it possible to detect even
point anomalies of greater interest to a security officer.
We note that it is possible to take into account other
signals (e.g., an emergency situation) to alter the gran-
ularity of the system, making it more flexible and
adaptive.

Full Post-Aggregation Scenario. It considers the com-
mon approach with a single prediction model and a
posteriori aggregation to anonymize the results. The
model underlying such a system must be as granular
as possible, avoiding the risk of removing information
that is fundamental for the most privileged users. On
the contrary, it is necessary to find an aggregation
heuristic that is not a simple average over larger or
smaller aggregation windows, so as to avoid an anom-
aly detected at higher granularities being visible also in
those at lower granularities. This approach could also
breach the rules imposed by the GDPR: although not
all data are visible to the final end users, during the
analytics they are managed by possibly unauthorized
services or users.

Related Work
A growing number of companies and organizations
use big data analytics tools to identify business oppor-
tunities and drive decision-making. Thus, the number
of data security concerns has recently grown. It is com-
monly recognized that securing big data platforms
takes a mix of traditional security tools, newly devel-
oped toolsets, and intelligent processes for managing
and monitoring security throughout the entire data
life cycle,28,29 and this has consequently led to a new
set of data security and privacy requirements.7,30,31

Most of the current solutions are based on ABAC14

for its ability to define attribute-based policy rules, with
attributes presented at run-time, coming from multiple
sources. However, they suffer from limitations that
range from focusing only on a subset of the require-
ments we highlighted in the Motivation and Reference

Table 3. Results in terms of precision, recall, and f1-score

Model Precision Recall f1-score fp%
Train
time

Data
card

M1 (5_clus) 0.995 0.993 0.994 0 140 198312
M2 (10_clus) 0.998 0.997 0.997 0 362 399677
M3 (25_clus) 0.990 0.990 0.986 0 1997 910724
M4 (50_clus) 0.981 0.983 0.982 0.1 1488 1577192
M5 (100_clus) 0.982 0.990 0.985 0.01 7888 2546608

We also report the training time (in seconds), the training set cardinal-
ity, as well as the value for fp% that maximizes the f1-score.
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Scenario section, or adding delay in updating and
enforcing the security policies due to the increased
complexity and computational overhead. Moreover,
they are often tailored either to a very specific scenario
or to a particular technology.

Some recent proposals, such as Chen et al.9 or Gupta
et al.,32,33 propose a solution working only with the
Apache Hadoop stack, leveraging on the native access
control features of the platform, that still presents
some limitations, such as the complexity of deployment
and the consumption of resources.

There are also database-oriented approaches, focus-
ing on a particular database, hence on a particular type
of analytics pipeline. For example, Chabin et al.34 pres-
ents an access control system for graph-based models,
whereas Gupta et al.35 and Huang et al.8 deal with
NoSQL databases, such as MongoDB and HBase. All
database-oriented approaches are based on query re-
writing mechanisms to avoid leakage of sensitive re-
sources at the cost of high computational complexity
and low efficiency in enforcing security policies.
Scenario-specific approaches often focus on specific
big data scenarios, such as the case of federated cloud
and edge Microservices36 or Internet of Things use
cases.37 The challenge mainly addressed by these
works is the management of access control decisions
in a scenario with multiple stakeholders in continu-
ously evolving federations.

Finding unusual patterns or events in data that
change over time and space, such as urban traffic pat-
terns, is a common problem faced in various fields.
These anomalies, such as traffic congestion or large
crowds, can be difficult to detect due to their rarity
and the fact that their definition varies based on loca-
tion and time. Current methods for identifying anom-
alies in this type of data often fail to consider the
relationships between different points in space and
time and the specific characteristics of the anomalies
themselves.38

For instance, in Zhang et al.,39 the authors proposed
a decomposing approach to detect anomalies of differ-
ent types, such as abnormal pedestrian flows or traffic
accidents with varying locations and times. Specifically,
they distinguish between the normal component, that
is, urban dynamics decided by spatiotemporal features,
and the abnormal component that is caused by anom-
alous events. In Riveiro et al.,40 the authors proposed a
framework that provides support for the exploration of
multidimensional road traffic data through visual ana-
lytics. The anomaly detection method is based on a

traditional SOM used for clustering. The number of
clusters is optimized through Silhouette cluster analy-
sis. This approach is inspired by previous work pre-
sented in Kraiman et al.,41 which used a traditional
approach for anomaly detection based on clustering al-
gorithms, SOMs, and Gaussian mixture models. How-
ever, these fail to consider the relationships between
different points in space and time and the specific char-
acteristics of the anomalies themselves.

In Zhang et al.,42 the authors proposed a survey on
research in urban anomaly analytics discussing various
types of anomalies in the analyzed contexts, such as
urban anomalies, traffic anomalies, unexpected crowds,
environment anomalies, and individual anomalies.
Furthermore, the authors emphasized that one of the
open challenges is posed by urban data that have full
of noise for precise predictions. The consequence is
that anomalous events can easily be less represented
than noise. The anomaly detection method considered
in this article is aimed at resolving the open problems
presented in Zhang et al.42 by taking into account ad-
ditional information coming from the spatial and tem-
poral information. Such additional information allows
the system to exploit spatial proximity information
or temporal recurrence/periodicity in identifying truly
anomalous cases.

Conclusions
We presented a novel data engine solution based on ad-
vanced access control-based ETL, supporting fine-
grained data management and protection. We detailed
how we implemented it within a complete Apache-
based Big Data engine. Adding access control during
the data extraction process offers several benefits with
respect to traditional solutions segregating users within
the data lake and building different extraction pro-
cesses. First of all, it enhances data governance by pro-
viding more control over data, reducing the risk of
unauthorized access or misuse of information, and
protecting sensitive data from unauthorized disclosure.
Moreover, it enables data customization, allowing users
to have personalized views or subsets of data relevant to
their needs, improving decision-making.

We evaluated the impact in terms of the perfor-
mance of our solution in a case study in the smart
city domain. Specifically, we considered the task of
identifying anomalies in geo-referenced and time-
stamped data, continuously produced by sensors.
The experimental evaluation shows that the identified
anomalies, built on data manipulated according to
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access control policies, provide different perspectives of
the anomalies, also at different levels of granularity,
revealing only relevant information for the specific
role/user. For future work, we plan to extend the
study to other machine learning tasks for data gener-
ated by sensors, other than anomaly detection, such
as time series classification and regression.
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